Don’t Stop “Til You Get Enough:
Adaptive Information Sampling in a Visuomotor Estimation Task

Mordechai Z. Juni', Todd M. Gureckis', Laurence T. Maloney'”
!Department of Psychology, NYCenter for Neural Science, NYU
6 Washington Place, New vig NY 10003 USA
{mjuni, todd.gureckis, laurence.maloney}@nyu.edu

Abstract information than needed in order to maximize expected gain

We investigated how subjects sample information in order to (i.e., they Ouncl&sam_plt_aO)_. .
improve performance in a visuomotor estimation task.  HOwever, a key limitation of recent work this area

Subjects were rewarded for touching a hidden circular target (€.9., Hertwig et al., 2004) is that the cost of additional
basel on visual cues to the targetOs location. The cues wereinformation was not precisely specified and, as a

'dots’ drawn from a Gaussian distribution centered on the consequence, it was difficult to determine the optimal
middle of the target. Subjects could sample as many cues as decision strategy for the task at hand.

they wished, but the potential reward for hitting the target The goal of the present study was &xamine

decreased by a fixecamount for each additional cue . ] . L . .

requested. The subjects' objective was to balance the beneﬁtsmformanonsampllng b_e_haVIo_r In a Slmple visuomotor ta_sl_(
of increased information against the costs incurred in Where the cost of additional information was made explicit,
acquiring it. We compared human performance to ideal and and the optimal decision strategy was amenable to
found that subjects sampled more cues ttiataed by the mathematical analysis. The subject had to estimate the
optimal stopping rule that trie® maximize expected gain.  |ocation of an invisibldarget on a monitor, and touch it to
We contrast our results with recent reports in the literature ogrn rewards. Participants sampled cues that provided

that subjects typically undesample. information about the location of the hidden target. Each

Keywords: decision makingjnformation sampling optimal cue was sampled from a bivariate Gaussian distribution
stopping, adaptive cueombiration, value of information. centered on the target and, the more cues subjadtstte

better their localization (Tassinari et al., 2006). However,

Introduction each additional cue reduced the potential reward for hitting

A critical challenge facing human decision makers isthe target by a fixed amount. Participants had to balance the
balancing the potential advantage gained by gathering (i.ehenefits of additional information (more cues) against the
sampling) information against the time, energy, or moneyostsrequired to collect it. In the analysis below, we analyze
spent collecting it. For example, Stigld961) analyzed the our task and show how to compute the optimal number of
economic costs of prolonging a search for a better price onsg@mples to request in order to maximize expected gain. We
commodity. Since a relatively cheap price is easily obtainethen compare ideal performance to the performance of
after a brief search, the cost of exhaustive search will ofteAuman subjects.
not offset the increased savings of finding the aglest Our experiment departs from previous work on
price. Instead, consumers should search only so long as tgormation sampling in three key ways. First, unlike a
expected savings from finding a cheaper price are enough famber of recent analyses (e.g., Hertwig et al., 2004; Hau et
offset the costs in continuing to search. Similar ideas aral., 2008), we made the costs of collecting information
reflected in themathematical literature on optimal stopping €xplicit. Second, our novel decision making taskolaed
and optimal search \(Vald, 1945a,b; Arrow et al., 1949; accumulating evidence to guide a single, continuous,
Stone, 1989), and featupeominentlyin the study of animal reaching movement (as opposed to, for example, making a
foraging (Stephens & Krebs, 1986less is known, oneoff decision between multiple, discrete choice options).
however, about howffectivehumans are in trading off the Finally, in our task, all the sampled cues were
costs and benefits of additional infortiom, or how their ~simultaneously present on theeen, limiting the secondary
performance varies across decision environments. task demands placed on participants (e.g., keeping recent
Optimal information sampling behavior was a topic ofsamples in memory). Prior work with similar tasks has
interest in psychology in the 1960s (Green et al., 1964shown that subjects are close to optimal in their ability to
Edwards, 1965; Tversky & Edwards, 1966; Wendt, 1969integrate such cues to guide action (Battaglia & Sehra
Rapoport & Tversky, 1970 nd this question has returned 2007).
to prominence recently (Hertwig et al., 2004; Hau et al., In contrast to the recent findings and emphasis on under
2008; Gureckis & Markant, 2009; Vul et al., 2009; Hertwig sampling in the decision making literature (e.g., Hertwig &
& Pleskac, 2010). The critical issue in all this past researcRleskac, 2010; Vul et al, 2009), we find that people
has been a Comparison of human Samp“ng \weh#o that Systematically)ver—sample information. In our analysis, we
of an optimal decision maker. A common finding in therule out a mmber of possible explanations for why this
more recent studies is that participants often collegt — Might be the case. Ultimately, our results appear consistent



with a type of riskaversion wherein participants are biasedenvironment§meeting the criterion of OsstcingO lad out

against uncertain outcomes (Tversky & Kahneman, 1981). by Simon, 1955 However, one limitation of these analyses
is that, due to the complexity of the empirical tasks, it is

Prior work on adaptive information sampling mathematically challenging to define the optimal rule for

In a classic study, Tversky & Edwards (1966) had peoméerminating _informatiorsar_npling. In addition, access Fo
perform a simple probability learning task requiring them tolnformation isoften free (in terms of money) but entails
guess which of two lights would light up on each of 1000unspecified costs associated with _tlme or effort. In the
trials. Correct guesses were rewarded and incorrect guesg@ésent study we attempt to quantify and control both of
punished, bt the observer did not receive immediate these varlab!es to _help us better define the normative
feedback. To learn about the event probabilities, participantandard against which to judge human penface.
were given the option to, at any point, forgo guessing on a . .
trial and observe the outcome instead. Optimal performanc®verview and model of the present experiment
in the task entails observingcartain number of trials at the |n the current experiment, subjects performed a task similar
start of the experiment to learn the relative probabilities ofo those used by Battaglia & Schrater (2007) and Tassinari
each event, and then selectiog the rest of the trials the et al. (2006). The goal on each trial was to touch a hidden
more frequent of the two events (Wald, 1947). Howevercircular target on a th-screen, akin to throwing a dart at a
participants in this study greatly oversantp(preferring on  dartboard. The target's location changed from trial to trial
average around 300 observation trials compared to thend was cued by dots drawn from a Gaussian distribution
optimal strategy of sampling around 30 trials). One likelythat was centered on the middle of the target. To increase
explanation is that the participants mistakenly thought thaghe probability of hitting the targesubjects were given the
the underlying reward probabilities were remtionary option to sample dots one at a time at a set-pestlot.
(changing across time), and would therefore returnwith increased dots sampled, subjects had a greater chance
intermittently to observe more outcomes to track changes iof hitting the target, because the variance of the sampling
the relative probabilities. distribution decreases with increased sample sizeeedd

In contrast to Tversky & Edwards (1966), recent work onprevious work with such tasks has shown that subjects
adaptive information sampling has focused on tasks wergorrectly interpret the arrival of more dots as reducing
participants ee forced to first sample information from uncertainty about the target's location (Battaglia & Schrater,
various alternatives, only to utilize that information in a2007; Tassinari et al., 2006). But in the present task, the
later decision phase (cf. Hertwig et al., 2004, Weber, Shafirexpected benefiof more information comes at the cost of
Blais, 2004; Hau et al., 2008; Gureckis & Markant, 2009)reducing the points awarded for hitting the target. Do
The key dependent measure ofemest in such studies is subjects know when to stop sampling and plan an action?
how much information people collect before stopping and
making a decision. A striking finding in this literature is How much information is enough? Specifying
how lirtle information people collect before making a optimal sampling behavior
decision. For examplan Hau et al. (2008) subjects were
presented with two decks of cards and given as much tim
as they wanted to sample freely the payout distribution oi
foacghgggé bf?:)c:;e tr(T;alt()lggrSvJ:rzlezec:f\;()e?ezzgglyhécuhbj%if ariance of the underlying Gaussian distribution from which
sampled a median of around tards across the two decks ?he cues were samp.led, denoteq, rerT]amed constant.
before making their final decisiohis very lowlevel of ~ throughout the experiment. To maximize expected gain,
search was often insufficient to accurately assess th@p_tlmal subjects must mlnlmlztbe_lr estimation variance by
expected gain of the choices (see also Rapoport & Tversky/Sing themean (center of gravity) of theample as the
1970). A similar preference for less rather than moreestimate of the target's location. The variance of the sample
information is observed in naturalistic choice scenarios agean, @noted ¢ /», depend critically on sample size
well (Todd, 2007). For example, in high stakes choices suclienoted . Furthermorethe optimal subjeamust take into
as marriage, it has long befuddled social economists th@{ccount other sources of variabilitych as one'sbility to
individuals report dating relatively few people prior to precisely specify a location using thexperimental
marriage (Miller & Todi, 1998). _ apparatusWe refer to the aggregate of all the other sources

The frequent reportsof undersampling has led 10 a of variability as "adjustment" variability and denoteoit.

2;::1] bl?ers cr?:areg?:?utalfa?airsad?/ragr?t:gecfflifcéglga;gilrl] These two sources of variangie rise to the subjecttstal
P y y 9 experimental estimation variaec

environments For example, Hertwig & Pleskac (2010)
present an analysis showi how the limited samples )y =12 e 1 1)
participants take incertain tasks may actuallyhelp to i S CAr

amplify small differences betwegmyoff functions and may The amount ofadjustment variability(/ ) is a latent
enable relatively eﬁ:ective Choice behaViOI‘ in particularparameter to ar mode| thatwe C0u|d estimate empirica"y_

In order to analyze behavior in ehtask, we begin by
efining the behavior of an optimal subject who samples
nformation with the goal of maximizing expected gdihe
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P | Figure 2 Schematidisplayof the "high risk high cost" condition.
021y Left panel: Subject has sampled 6 cu@«., dots)and thus the
/ | potential reward for hitting the hidden grey target has been réduce
from 60 points to 24 pointRight panelThe purple response dot
o 1 2 3 456 7 8 010111213124151617 18 -1'9-2‘0 shows the subject's response (made after touching the display and
Number of cues sampled making fine adjustments) and the revealed target. Since the purple
dot is within the target, the trial would be coded akita The
Figure 1: The expected gain functiéi@;(n) is the product of the reward for this trial was 24 pointslad the subject's final setting
probability of hitting the target with samples, and the gain earned been outside the targehe center of the target would show(0o
for hitting the target (which takes into account the costs of théeward)
sampley Probability is plotted on the left vertical scale, gain and
expected gain on the right. Note that the experimental design gives rise to a single
peaked expected gain function (cf. Hertw8g Pleskac,
In defining our optimal decision maker, we assume thaR010, Fig. 3). The ideal subject would continue sampling on
adjustment variability was zero for simplicity. each trial until £G(») peaks and then attempt to hit the
Given ¢°(n), we can compute the problily of hitting  target using the mean of the sample as their estimate. This
the circular target as a function of sample size as follows: strategy, irrespective of the adjustment Maitiy o, will
always lead to the maximum expected gain. In the following
plhit\n] = [[6(0.2(n)) dxdy, (2)  experiment, we computed thezG(») curve and its
. o . L . maximum for two different decision environments and
where the region of integrati 7 is the invisible circular compared this normative standaedthe number of samples
target, and !(6," (n)) denotes the probability density taken by participants in the task.

function of a bivariate Gaussian distribution centered on

0=(0.0) with covariance Experiment
. The cover story for the estimation task was a simple game
x(n) = [G () 20 } (3) where the goal was to collect points by hitting an invisible
0 o’(n) dartboard (using oneOs finger instead of dar) gain

) . ) information as to the location of the dartboard, subjects
Given p[/iu]#], we @n compute the expected gain as acqyld only observe the engoints of darts thrown by

function of sample size as follows: another shootewho could see the target amtho would be
aiming for thecenter of the targeThe subject could use the
EG(n) = p[hit\ ,»,] (R— nc), (4) outcomes of the other shooterQsnapts as a guide to the
location of the target.
where £ is the initial point value of the target, and is the Each subject alternated between blocks of two different

fixed cost to he target value that is incurred for each cueconditions: "low stakeslow cost" and "high stakesigh
that is sampled. (Note that in the current experimengost’. In the first conditionthe initial reward for hitting the
subjects were never penalized for missing the target, and $arget was 40 points, artkcreased by 2 points per cue. In

both # and »C must be mediated by;[bz'z\n]. Subjects the second condition the initial reward for hitting the target

- was 60 points, and decreased by 6 points per cue.
were allowed to sample additional cues only so long as For illustration, in Figure 2 (left panel)he subjechas

R-nC > (_)' All the figures will be cut off where£G(x) sampled six cuesn a high stakes trisdnd mustdecide
starts to dip below zero.) _ _ whether to sample a seventh cue or attempt to hit the target

Figure 1 shows an example thie expected gain fuion  pased on the sample of size=6. In the right panel, the
EG(n) elicited in Equation 4, using the actug[/7|7] of  subject hasuccessfully hit the target (the purple dot was
the current experiment (assuming =0), and thepotential ~ ViSible to the participant and representedresgponse). The

. . T reward for that trials: 60 points- (6 cues x 6 points) = 24
gain (R-nC) used in one condition of the current points. If the subjechadmissed the target then thexeuld
experiment (the "low stakes, low cost" condition). have beemo reward or penaltfor that trial.



Subjects were obligated to sample at least one cue pé@sr a total of six practice blocks and 60 practice trials. The
trial, and thg were allowed to continue sampling one cue atactual experiment consisted of 100 trials for each condition
a time so long as the value of the potential reward »C) in alternating blocks of 25 trials, for a total of 8

would not be reduced to zero. Thus, they were limited t&XPerimental blocks and 200 experimental trials. The
sampling 9 cues in the high stakes condition and 19 cues ffdering of the conditions was randomly assigned and
the low staks condition. counterbalanced between subjects. However, the ordering
These two conditions and the properties of the stimulvas kept constant between the practice session and the
were carefully chosen so that the expected gain of the ide§kPerimental session. Hence, a subgesstigned to start with
subject (with /% =0, and who stops sampling optimally) the high stakes condition would start both the practice and

) L the experimental sessions with a high stakes bl8akce
would be approximately the same for the two cOOS o {45k was seffaced, subjects' participation time

(18'5_5_ points per tri_al).The main _differen_ce betweer_1 (including practice) ranged from 41 min to 74 min with an
conditions was in their expected gain functions. The hlgl'éverage of 62 min

stakes condition (red) had very steep curvature at its

maximum and peaked at 4.05 cues, while the low stake1§,[Onetary bonus
condition (green) had shall@w curvature at its maximum
and peaked at 6. €ues(see Figure 3)

Pointsearned in the taskere converted
into bonus money at a rate of five cents per point. This
means that the maximum potential reward for hitting the
. i _ ) . target was 38 x $0.05 = $1.90 per low stakes trial, and 54 x
Subjects Eight subjects at New York University g5 05 =$2 70 per high stakes tridh order to maintain
participated in the experiment. None were aware of e, qiyation throughout the task, subjeetere informed that
purpose of the experiment aedchwas paid $10 per hour ey \would receive monetarybonuson 5% of the trials, by
for their participation, pls a potential monetary bonus. randomly choosing five trials from each condition at the end
of the experimeniThetotal expected monetary bonus of the

Apparatus Stimuli were displayed on a vertically mounted o« optimal ideal subject w&9.28

338 mm by 270 mm touebcreen LCDin a dimly lit room.

The monitor was set at a resolution of 1280 pixels by 1024,.o.equre Subjects were asked to use their dominant hand
pixels (1 pixel = 0.26387 mm) with a 6@z refresh ate. ., ahout the experimenthe experimenter stayed in the
Subjects were asked to seat themselves at a comfortaig, ,, qiring the practice blocks to explain the display and
distance and adjust the height of the chair so that they cou counge subjects to use the practice trials to explore and
perform the experimental task with eade experiment ,pcore the outcome of different decision strategies.

was programmed and run using MATLAB and the

L . : ; At the start of each block, subjects were shown an
Psyclioolbox libraries (Brainard1997; Pelli, 1997). instruction screen providing explicit information as to the

N . _ . ) initial point value of the targe#Q points or 60 points) and
Stimuli The hidden target was a grey circle with radius =y,o cost per sample (2 points or 6 points). In addition, each
12.67 mm. The cues were small white dots with radlus_ Zondition ("low stakes, low cost’ or "high stakes, high
1.056 mm. The cues were drawn from a Gaussialyg) was associated with a particular color scheme for the
distribution (SD = 21.11 mm) that was centered on th%isplay elements (green or red). Lastly, sulsjeutere

target. required to confirm the appropriate cost per sample b
At the fa ends of the screen there were two vertical gssing "o or "6" before thpepblopck would begin. P y

. - . . r
reward bars that decreased in height with each addltlongl At the start of each trial, the screen was completely black

cue sampled. Additionally, there was a number at the top Qfycent for the colored reward bars and numbers at the far
each bar indicating how many points would be awarded fogn g of the screen indidag the current reward for hitting
hitting the target. To help subjecteemember which o 5106t To sample a cue, subjects pressed the space bar
condition they were in, green and red bars indicated the,,nq'a white dot to appeam the screerConcurrent with
Olow stakes, low costO and Ohigh stakes, high CO§{Q sppearance of the cue, the reward bars and numbers
condition, respectively. would decrease to indicate the lower rewavailable for

hitting the target. If subjects wanted more samples, they

Design Each subject ran in a practice session followed by hit the space baepeatediyuntil they were ready to
the experimental session. The practice sassansisted of reach for the hidden target.

30 trials for each condition in alternating blocks of 10 trials, To hit the invisible target, subjects simply touched the

screen with their finger causing a dhpaurple response dot
. . . to appear. Subjects were allowed to adjust their resgmnse
1
These properties entail that approximately 16.5% of the cue oving the purple dot with their finger or by pressing the

landed directly on the target. So if an extreme risk taker woul K o tisfied with thei ect
choose tosample only one cue on each trial and use that as th@I"ow Keys. Unce satsfied wi eir responsebjects

estimate of the location of the target, then they would hit the targdif€SSedthe space bar to receive feedbadRuring the
and get the maximum reward only 16.5% of the fineestrategy ~ feedback phase of each tridlethidden target would appear
that in the current experiment is far from optimal. in grey along with all the white cues sampled on that trial
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Figure 3: Results: Points per trial earned by subjects is plotteBligure 4 The expected gain functioG(n) changes with

versus the number of samples taken (error bars mark the standafdreased adjustment variabilitg’. Notice that as adjustment

deviation of the number of samples taken by each subject) for’thear. bility increases, one would etk to sampldewer and fewer

Olow_ _s,takes, low costO (g_reen) and Ohigh Stak?.s’ h_igh COSIO. (58 to have the maximum expected gain (indicated by the black
conditions. Theexpected gain curve for each condition is plotted iNgolid and dashed lines for different degrees of adjustment
the corresponding color, with corresponding dashed limdking variability)

the number of samples needed to maximize expected F@irhis
figure, we plot the corresponding expected gain curves for

0> =0 (see Figure 4 and Discussion) Statistical testdack up the intuition shown in Figure 3

that almost all subjects wereskiaverse and sampled more
) cues than dictated by the optimal stopping rule that tries to
If the small purple response dot was withire target, the  maximize expected gaiThe exceptions were one subject
trial was counted as a hit and the number of points awarde{ho was riskseeking and undesampled in the low stakes
for that trial would apear at the center of thtarget. If,  congition (M=5.38, SD=1.36)(99)=11.9,p <.001, ancbne
however, the sall purple response dot was not withtte  4iher subject who wasot significantly different from the
target, therthe trial was codeeds a miss and a 0 appeared atyptimal stopping rule in the low stakes condition (M=7.03,
the center of théarget.A secondspace bapress began the SD=1.55)499)=0.19 > .05.
next trial.

Finally, at the end of both the practice session and the Discussion
experimental session, subjects were given feedback as to . . .
how they performed on each of 10 randomly selected trial®U" discussion takes the form of a set of questions and
and how much bonus monelyey receiveds a resultThis explores possible alternative expégions of our results.
feedback at the end of the practice session (which was ngt )
actually paid out) served to giaibjects a rough sense of Question - In our model, we assumed that adjustment
the range of actual bonuses possible variability ! >, was 0. Could the observed oversampling be

due to subjects' adjustment variability?

Results

On average, subjects collected 14.06 points per trial Figure 4 shows how the expected gain functia(») of
(SD=219), which is 76% of the maximum possible an ideal sampler changes as the adjustment variability
expected gain of 18.55 points per trial. increases. Notice first that &s, increases, one must sample

Figure 3 shows each subjects mean and standargewer and fewer cues in order to have the maximum
deviation of the number of cues sampled for each of the twexpected gain. Thus, accounting for irased adjustment
conditions. For iIIustration, we place individual data pOintSVariance would lead to a decrease in the number of Samp|es
at heights that correspond to their average gain perf@al. taken and could not account for the pattern of oversampling

the same sampling behavior, some subjects where bettg{at we found. Different individual settings ¢f> might

abl_e t(.) suc_cess_fully hit the target _an(_j .COIIe,Ct more pOIntS’explain why some subject's data fafjii beneath the curves
This is primarily due to each individual's adjustment.

o 5 . . _~"in Figure 3 (due to low ?), while others fall lower (due to
variability ! * . (However,see Discussion for an explanation ) ) o _
. high ¢%,). Note that none of the subjects' data in Figure 3 is
of why this does not affect our resujts.

All subjects correctly sampled more cues in the lowhigher than the expected gain curvesdgr=0.
stakes condition (M=8.04, SD=1.5) than the high stakes
condition (M=5.87, SD=0.72)(7)=4.54p <.008. The solid  Question 2: Could sub-optimal decision-making reflect an
curves show the respective low stakes and high stakesability of participants to discern small differences around
expected gain functions for the perfect, ideal subject whoste peak of the utility function (i.e., the “flat maxima
adjustment variability! 3 =0. The expected gain for this phenomena”)?
ideal sampler is maximized when samplB\@7 cues in the

low stakes condition and 4.05 cues in the high stakeFk
condition. !

Failure to distiguish regions around the pealoskl look
e an unsystematic tendency to both evend under



sample.Only one subject underampled, and only in one  sample size and experienced probabilitidsurnal of
condition. The systematic tendency to esample in our Behavioral Decision Making, 21, 493518.

experiment indicates that subjects were sensitive to theertwig, R., Barron, G., Weber, E.U., & Erev, I. (2004).
expected gain differensethat accompanied changes in the Decisions from experience and the effect of rare events in

number of cues sampled. risky choice Psychological Science, 15, 534539.
Hertwig, R, & Pleskac, T.J. (2010). Decisions from
Question 3: Why might people oversample? experience: Why small sample€bgnition, 115, 225
237.

We conjecture that ovesampling is the result of a form Miller, G., & Todd, P.M. (1998). Mate choice turns
of risk-aversion (Tversky & Kahneman, 1981). Rekerse cognitive.Trends in Cognitive Science, 2(5), 190198.
subjects are willing to pay money to reduthe variability Pelli, D.G (1997). The VideoToolbox software for visual
of their rewards. They accept a smaller expected gain per psychophysics: transforming numbers into movies.
trial, but the variation in gain from trial to trial is reduced as Spatial Vision, 10(4), 437442.
well. In our task, riskaversion implies that subjects will Rapoport, A., & Tversky, A. (1970). Choice behavior in an
systematically collectrore information than is optnal for optional stopping taskOrganizational Behavior and
maximizing expected gain. The additional information Human Performance,5, 105120.
offers them a higher probability of hitting the target, but atSimon, H. (1956). Rational choice and the structure of the

the cost of a reduced expected reward for doing so. environmentPsychological Review, 63(2), 129138.
Stephens, D., & Krebs, J. (1986)oraging theory.
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